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ABSTRACT

Interactive computer systems are today becoming very widely accepted

and are supplying'ever increasing services to.larger and larger numbers of

users. However; one of the major remaining problems to be overcome before

such ;systems can be economically applied to suthfields as public education

is the need for massive amounts of high performance yet veryinexpenSive

memory. This report will present one apprOach to the solution of this

problem by demonstrating the feasibility of using masSi,ve amounts of serial

.memory which will eventually be less expensive than random access memory.

The-use of a highly sophisticated' memory controller will cause this serial

memory to perform at a similar level to tha&of random access mem ory in

this application.

This memory control apPrVoach will demonstrate the capability of a

serialmemory having characteristic latency times of hundreds of psecs

(microseconds) to-appear to the co ntrolling computer to have average access

times of tens of psecs,.

b

To demonstrate this control structure, and to determine the applica-

bility of,this memory system to the PLATO computentbased education system,

a memory controller was built and operated, a small= memory systeM was built

\and operated, and software was written to slave the memory controller _system.
\

to-operation of the PLATO system.

.s
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CHAPTER 1

INTRODUCTION

The purpose-,of this project was to investigate a new approach to the

problem of providing mssive amounts of low-cost computer memory in an

interactive computer environment which normally requires large amounts of

high-speed, high-cost random access memory. This alternative approach

uses serial memory with a very high transfer rate in place of fast randoM

.

'access memory.' The name of 'this memory is the Auxiliary Mass Storage (AMS)

system. Although several types of memory devices.could be used. for this

experiment, commercially available 56miconductor serial Shift-register

memory is utilized. Even though access to speCific location in a serial

Memory can require significant amounts of time, the use of inter-leaving

and parallel memory control paths can provide a significant reduction of

the access times and permit very high transfer rates.

The interactive system used in this memory'experiment iSthe PLATO IV

computer-base education [1,21 system located on the campus of the University

of Illinois,- Urbana, in. the Computer-based Education Research LaboratoY

The PLATO system must process a response in 0.1 second for eachikeypress

even though each keypress. is treated as an individual job for the Central'

Processing Unit (CPU). This performance requirement dictates that all of

the necessary data and program material be swapped from high performance

memory instead,of frowdisks or drums [3].

An' elaborate memory hierarchy is necessaryifor the PLATO.systemi to

function properly, starting with a high -speed central memory of only 65k

wods, continuing'to a large mass swappingmemoryof two million words for

the storage of working data, and finally .to massivedisk memory for the

storage of library materials [3). The mass swapping memory, Control Data
t

Extended Core Storage (ECS) [4],*represents by far the largest fraction 'of

8
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of the total cost of,the computer hardware and is the ppint in the memory
.

. s
_ ,.

structure toward which the work- detailed in thks paper is directed.

0
,

Other computer systems use.other forms of mass stoAge where PLATO
. ,

uses ECS but these forms are unsatisfactory for a highly interactive- system..

such as PLATO, A memory medium 1

suitable-for this position in the memory

4

hierarchy. requires'an average access time in the tens Of secs and a transfer

rate in the hundreds of millionsof bits per second. In contrast, magnetic

disk media offer average access times of tens of thousands of psecs and

average transfer ratea.of only ten million:bits per second.

4

Consider an interactive system servicing 1000 simultaneous users, and

.assume that each user presses keys at an average.rate of 0.5 keyper second,

with each key requiring the swapping of-an average of 2000 60-bit word's of

information (120,000 bits) between Central Memory (CM) and swapping memory.

Operating under a memory system offering 50-Usecs access and 600-megabit-per-

second transfers, 500 accesea or 25,000 psecs and 500 transfers or 100'4:000

.secs for a total of 125,000 psecs per second (one-eighth second per. second)

would be required jUst to aervice the data access requirements. Operating

under disk parameters,. 5 million psecs would be spent foraccess and 6 million

,isecs for transfer. This is, a total of 11 million psecs per second (eleven

seconds/second!.).

It is not necessary that the access time to data be zero to maximize.

CPU efficiency, because in a timesharing environment the CPU can execute a

job for one user:while the data for the next are being fetched. A typical

job only runs a few msecs (milliseconds) in the CPU, whereas disk transfers

plus access take several tens of msecs, so overlapping of processing and

access to disk is not possible. But:if a transfer takes less than a few

msecs, accesses can be totally overlapped, provided the control structure is

;appropriate .
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The basic memory module of the new memory uses a serial shift-register

'devi which provides a 1.25 megabit-per-secon transfer rate. Using 480

paral el registers,a transfer rate of 10 million 0 -bit words per second

is achieved, with an average access time of 400. psecs.
,

Through the use of.

memory parallelism and'oyerlapping of memory accesses, the effectiVe access

time is reduced to about 40 lisecs and the typical performance of this new

-.memory system meets the PLATO requirements. for this level of memory.

The concepts involved in.tthe:organization of the AMS meMory system are-

directly applicable to several.forms of serial memory on the technological

.

horizon, inclUding Charge Coupled DeVices (CCD) [5,6], Magnetic Bubble Devices

[7], and Electron Beam Devices [8,9]; The P.-channel, Metal Oxide Semi-

.conductor (MOS) technology was chosen for the experiment principally because

of its immediate availability. The other serial teChnoldgies mentioned above

promise much reduced cost and greatly increased density and performance over .

the.current experimental version of AMS.

In the architecture of the PLATO memory hietarChy a fundamental aspect

is; transfer speed. The speed of a transfersnd the interaction of that,

transfer with the operation of theother parts of the system'determine the

appropriate sizes of data swaps from one level of memory to another. From

an economic standpoint it is least expensive to locate the bulk of all data

storage in the lowst cost medium that is available, but from a system per-

.formance standpoint it is most effective to locate the bulk of the data in

Central Memory, which provides, the highest performance.' A compromise between

these two extremes is implemented in the PLATO system. Figure 1.f .is a

schematic block diagram of the existing memory structure of the PLATO system-

without utilizing an AMS element, and Figure 1.2 shows how AMS can be included

aS a fundamental system component. In the diagram CPU means Central Processing
_



www.manaraa.com

I2 MBITS/SEC

12 MBITS/SEC

TWIN CPU'S

CENTRAL MEMORY

600 MBITS /SEC

EXTENDED CORE

STORAGE (ECS)

DISC DRIVES

6 MBITS/SEC

PLATO MEMORY WITHOUT AMS

Figure 1.1

TWIN cput

AorfZe."),
tr CENTRAL MEMORY

600 MBITS/SEC

V.

EXTENDED CORE

STORAGE ,"(ECS)

6 MBITS
/SEC

600 MBITS /SEC

AMS

PLATO MEMORY WITH AMS

Figure 1.2

11



www.manaraa.com

o

.
Onitp.vand,PPU means 'Peripheral Processing Ohit, is a minicomputer

which is primarily used to handle input and output. o
0 ,o,

It is important-from esystem standpoint tht the time spent for:data

,
.,.. 0

transfers betweep_central memory and ECS be minimized./ because during thisduring

7,
,

time both of the CPUs are halted to allow all of thd cen-Cral.memory band-

0
__

---. .

.widti to be dedicated to the transi-er.. This proceduredegrades-CPU performance.

0

a.

transfers between ECS and other
-
'media (disk, PPOs-;, or AMS) do not cause. the

CPU to stop, but they can cause a\sloW=:down ECS -CM transfers should the
0

two types of transfers exist simultaneoUsly. tlik and. PPU transfersdo not
0

offer significant conflicts because-of their low activity, but AMS transfers

'47

can potentially cause extreme rdegFadation of the ECS-CM transfers. For this

reason, a priority system was installed in the ECS and AMS controllers which,
c 0

forces the AMS to assume a lower priority to CM. This system still allowS

0 0

large amounts of data to.be transferred between AMS..nd.ECt; but avoidS sig-

.'
i

nificant system degradation.

.. ,5
,,i

The result of this investigation. is the development cf -a control skAture ,,,..

a;. .

which:will allow extremely aow-cost serial memory to be tiable and which will
-:-

4.-

provide large a-doUnta of memory with overall performance comparabae'to high-

cost random access memory. The work has only incidentally been concerned
, a

, ,

wits` the actual serial memory utilized'.to demonstrate this control structure,

c, N
-, / . , 4 ,

as the technologies suitable for massive serial memories have not reached

c' -
- .

,
.

the state of*development necessary.for their implementation. The controller

]p, fowev e.r.,7

become available..

00
these_new_serial memory media as they

.

12

0
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,CHAPTEE''4

A CONTROL STRpCTLIRE FOR. SERIAL SWAPPING MEMORIES

2.1. Introduction .

Computer systems attempting to service large numbers of simultaneoUs

,
users' dre of two basiO types. Ondt i ended to provide

'' .,
, _

.aatchtob'servicas with the addition of_small amo nts of interactiveness- .

. for, the 'purpose of editing files and submitting obs." This .is themOsLt : -- , . - .

. w

common forM .of multi.'-user computer Service. e-second type. is intended t
. ..,_

. .

provide a high, degree of interactivity with i,s, users and thereby to

,
effe4ively, ponver8e.with'--the userS- ThiSsecond type of system may not

I' q
. .

'have the high peak Perforciance chaacteristics available'to an 1hdividual
...,,

I.

$.1
.

'user' that tbe firSt type Offers but instead it offers all of the users a
n

c.

high level ofinteraction on a continuous basis.

In'thehorffial timeshating' environment, a uSer will utilize and demand

interactivitywhild he is aditing or modifying a datafile,_but he will/retire
, .

toa-batCh job statuswhenoactual compilation and execution of the job is-
.

-,
O.

.

.

4
required. In this mbde, there are two types bf 'jobs reqUired for the computer

.
.

t9 adequately service any User: 'editing.fUnctions', such as line insertions

and deletions, ,and batch functions executiOn,sof,the
.

,,batch -job. The editing functions.are very Simple and requite very small

amounts of Compilter .aCtivit The batch job process functi3Ohrequires

. .
.

.
rolling the job into CM and only pccasipnally rolling it Ott. for access-to

, ,A.'
.

. ---
'the computer by\other Users. The important aspect of this'type of service

is that very little swapping of files from some. external, storage Medium is

do needed for each job. ee,
.1

.0.n4. the other hand, the more interactive. form of-computar:system,-,?an

O

. . ,.
.-,

individual. "job" in jesponse'to a keypress will be fairly,smald on the average,
.4

13
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but-hero are a'large number of such jobs per unit time. When a CPU job

t

is executed, the CPU needs access to all of the appropriate files- In order
. G

.

to insure that the CPU does not-sit idle, those files must -be readily available,
...

. ..- i t
...

As an example,-. oonsider a. tomputer system usedto,teach genetic biology.

1'
y .. ,

Here user is a student-and interacts with, the computer by answering
/

questiOns posed by the compu and asking questions of the computer. Every

t Me'thata *question is answered by the student the computer has t
7

judge
.

that answer 'in an intelligent fashion, and-every time that,a question is
0

asked by the student, the computer is called upon to make an intelligent

response Intke biology example, the computer might need to make more than.

simple matching, judgments; answers should also.be thecked,for misspelled

versions-of the correct-,answer as well. Moreover, if the. student asks for
a.

/;
a new generation of a sample insect colopy.p-the computer would have to compute

the proper characteristic ratioS according toknown genetic fordUas:

this case a keypress would require a significant amount.of CPU,processing
,1

with access to the appropriate programs and to a si-Tni,ficant amount of data.,

In the PLATO,syAem;' statistics 'indicate that fully half of the keys pressed

by users are of-.the type that require signifi'Cant CPU activAy;the rest'

merely require key echoing.

In the PLATO system.the amount of time required by the CPU to service

keypresses isabouf evenly distributed from.0-msecs to 20 msecs, which ds

the limit allowed any particular user during one timeslie. The mean is 10

msecs., Under these constraints the maximum time that can be allowed for

,access to all of the data base that might-.be requiredto service a user is

1.0 msecs, because if more were required, the total access time plus transfer

time would ...exceed the CPU process time,,and the CPU would sit idle for the

.:

difference. To prevent queuing problemS, it is wise to make the access plus

transfer:time considerably shorter than the average process ime.
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It is apparent that disk-based datek storage is unsatisfactory for a

highly interactive computer system. In disk systems, the rotational access

alone averages 8 -10 msecs, and transfers are sloW (typically 5 megabits per

second). 'It is also apparent that random access data storage is far more

than adequate because typical access times for such units are 2-5 )iSecs and

data transfer rates of 600 megabits per second are available. A very large

gap exists, however, between these two available media both in performance

and price. The memory system that this thesis describes offers one suitable

,medium to occupy thiS gap.

2.2 An Overview of the AMS Memory

The AMS.memory system was specifidally designed to satisfy the stringent

performance requirements Ofthe.PLATO,computer network and to provide a swap-

ping memory very low'in cost. This memory system consists basically of

-
staaaard semiconductor serialshift-egister devices, configured to allow a

'

fairly sophisticated cOntrollerto manipulate them according to commands

issued by the CPU. The shift-registers provide.an average access time of

400 usecs and a transfer rate of,600,,megabits perosecond, eohieved through

parallelism. TheUSe of eightindependent-subcontrollers causes the effective

access 'time to approach 50 pseds:

There are two fuhdamental elements

3 ./* .

section and the,mempry controller.

"2.2.1 -The AMS Memory Storage.
,*

Figure 2.1 illustratseS' the organization of the AMS storage elements.

The basic eleMent utilized is a 1024 x 1 serial shift- register chosen to

operate at 1.25 MHz.. Groups of eight of these,devices'have been arranged

in the AMS Memory the actual memory

in such a-fashiop that a group appears aS"ifTi%,Were. a single 8192 X 1 registex-

,
Operating at maximum rate of 10 MHz. FuTthermore,.64 groupS-have been

15
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paralleled to form a file unit which represents the basic memory-module.

The basic module, called a file, is. an 8192 x 64 serial register. capable

of reading .or writing 10 million 64-bit words per Second. At these rates,

and since the file is serial, the average access time to an individual

storagerlocation varies from ,Oto 819.2 psecs. The average access time'is

therefore 419.6 psecs.

Any hu er-of files can be installed to assemble a complete memory:
G
A

groups of eight *were chosen as the minimum size." This grouping is called a

quadrant.. For convenience of power supply and - chassis wiring,- groups of

four quadrants are. arranged as banks. Banks can be added until the total

memory size desired is achieved. The AMS system was designed for a maximum

of 16 banks

file is.8192 words, a quadrant'is 65k words, a bank'is 262k words,

and a'fully completed AMS system would be four megawords. A word is 64

bits.

,2.2.2 The AMS Memory Controller

The heart of the AMS controller is an array of eight independent con-

sare called subcohtrollers and have the task of .

:
manipul4ing. individual files for the purpose of data transfer into and out,

of the 'AMS memory. In addition to the subcontrollers, there, are several

other units including an idle controller' which maintains control over those

files not under the control of a subcontroller, and a data channel through

which all-data and transfer parameters are communicated.

In the PLATO system, the AMS memory is connected to one of the ports

of a high-speed'random access swapping memory, and that memory in turn is

connected to a high-speed port of the CPU's central memory. The high-speed

random-access memoryutilized is a product of COntroi Data Corporatioh.and

17
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is called Extended Core Storage (ECS). This memory is characterized by a

3.2 psecs access time, 600 megabit transfer rate, and four access ports.

Since the CPU is the origin of all of the AMS control parameters and is'the

unit that interprets the status infOrmation provided by the AMS controller,

6

a 128-word buffer communication area is established in the random access

swapping:meMory accessible by both the CPU and AMS. The CPU plants transfer

parameters,called jobs in the communication area. Groups:of eight of these.

jobs are combined and called batches. A job contains the exact parameters'

for one transfer (file.nuMberstarting address within a file, starting

transfer address in the random. access memory, and transfe* length). A

batch containing up to\eight jobs is' intended to contain a list of all the

.

jobs that would be required by the CPU to service a request by an individual

user: Program files, datafiles, and status information. The AMS controller

treats the group. of transfers within a batch as a unit and supplies the CPU

, .

with status inforMaticin relative to the entire batCh as well as relating

to the indimidual transfers. In this manner,the CPU is relieved of the

burden of figuring oRt whether all.ofthe files needed for a particular

,/

user have been transferred or not.

In practice, two memory access operations are required to.service a

user:, first, acquire all of the files that are needed to perform the task

requested, and second, after prodessing, return to storage those Tiles which.,

, were modified in, the procesS. A suitable diSposition of the task of.-l'eWriting
-.;

-some files (datafiles and status) is to attach th6se job8 to batches rdlating

ito subsequent users.

'Oder normal operating conditions, the time required for the AMS cOp-
-

,

troller to execute the first batch posted is less than the time required for
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the CPU.tocompute and post the emaining batches,. For this reason, the

CPU will not bere6iared to wait wh\icle even the first batCh is completed.

The basic files.within the AMS me'Tory-hay...e_the folloWing access time

maximum access time: 8\9.2 pS.2cs

characteristics:

average access time: 409\.6. pseds.

However, since the .AMS controller has several subcontrollers with which

to manipulate files independently, the effectil adces.s times encountered in

1.

use are greatly reduced: In practice, the average access times,- measured as

thp-time unavailable for data transfer while waiting for a file to be properly-
-,

positioned, is reduced to tons-of usecs. This significant reduction in
ht

access times is. primarily thesresult of 1) the ability., to independently

manipulate all of the AMS files, 2) the availability of eight filemanipu-

latorS, and 3) the nature of.the -batch posting mechanism.

2.3 AMS Batch Execution Process

Presented here is a descriptidnofthe Sequence executed by the AMS

`controller in the course of reSponding:to'a seteof batches posted by the

CPU.

At the beginning of a CPU execution timeslice, the CPU takes th6-

assemblage of keys th,at have been inputted from various terminals and

determines what tiles of dat's will be required 'for each- key to' be processed.

The CPU then posts the proper transfer information in the form of'one batch

for each User) even if partial batches are the result. In the mean'time,

the AMS. controller has been interrogating the communication area. As soon

as the-CPU_has posted the first batch) the AMS controller begsins to execute

that bitch. The AMS controller samples the CPU-AMS'communication area only

19 4
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once each 30 psecs in order to .avoid jaMMing.the ECS data channelmith

unnecessary transfers,

Onde the AMS controller has recognized that a-batch has been posted

by the CPU, it prodeeds to assign th se jobs that are contained in that,

batch to the eight subcontrollers.. batch is partially filled, NOP

(no-operation) jobs are assigned to e unused.subcontr011ers. .As. soon as
-

all of the jobs associated with a batcli have been assigned, the AMS controller
. '

begins to . interrogate the next location of the communication area for the

next batch, As a, batch. is pOsted in this location, and as individual sub-

controllers become completed. (those with NOPs become completed immediately),

parts of. the next batch are asSigned to the idle subdontrollers.) In the

meantime, the AMS controller posts status ,information in the control area

where the first batchwaSlpicked up, overwriting- the original batch param-

4

.eter8, In this fashion the AMS controller attempts to keep as many of

the subcontrollers active as possible. As those subcontrollers that were

-issued valid jobsbecome ready for transfers they request access- to the

data channel. When granted that channel, they transfer their assigned

data. After transferring their data, the subContrpllers return the files to

. .

their-Original position and' detacbthemselves, At this point they- are-

ready to accept another job. Any unassigned' jobs -in the second batch are

,assigned to the subcontrollers. At the point that all of the jobs in the

original batch have been completed, Ile AMS controller writes status infor

mation to the control area one last time, indicating that the entire.batch

was completed,.and proceeds to pick up any remaining jobs in the second

batch. When all of the jobs in the second batch have been accepted by an

AMS subcontr011er, the AMS controller p eeds to the next batch. This

sequence of processing one batch at a time and starting the next batch in
.

'4 0
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those subcontrollers that are idle continues until all of the batches that

the.CPU has posted have been processed. , Chapter 5 discusses in detaAl the

resultant accessand transfer characteristics.

2.4 Historical Development of the AMS Control Structure

. The AMS control structure was the result of a long sequence of inter-
,

action between the hardware and software groups of.the.PLATO system. There

Were three distinct design stages before the design Was finalized.

The result of the'first.phaSe. was a: controller with eight subcontrollers,

as in the final version, but all of the job parameters and status information

were communicated via Peripheral Processor Unit (PPU) channels. After some
. A

evaluation.and discussion with the software staff, it became apparent that

this method of communication would be too clumsy fOr the CPU to handle, and

too slow to take advantage of the,high performance.characteristics of the

memory system.. In.this first design the file structure was. somewhat different:

even though. the minimum file size was 8192 words, groups of eight files were
), ,

slaved to eaCh, other and Were not totally independent. This resulted in a

reduced efficiency of the eight subcontrollers as compared to the final,

. totally independent:design. '

In the Second design of AMS memory system, it was decided to

communicate all job parameters and status through the same data channel-

through which data -was.to be transferred. In this version, however, the

control area consisted of just 16 words, eight used for job parameters and A

sight/used for status. Each job .was treated individually, and the CPU was

ir

given the taskof keeping track of which job was related to which user's
/

.A- 4:

request. In this version, however, the files weie made totally independent

of one another, so that just one 8k word file needed to be activated at a
,

21
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time. The prOhlem with thib design was that the CPU overhead was too high,

and the CPU could not post-,several batches ahead to overlap transfers and .

processing.

\
In the third and final Version of the.AMS structure, the large commu-

nication area was added and the batch. orientation was implemented. Ap

result of the third design cycle, a Serial memory control structure specif-

ically designed' to operate in the environment presented by.the PLATO system

was developed. Since there was an extensive amount of interaction between

4D
the software group that would use' it'and the hardware group that would build

it, a very useful and powerful yet feasible structure was developed.

22
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'CHAPTER 3

POTENTIAL SERIAL MEMORY MEDIA

3.1 'Introduction

There are _hree prime contenders for the high-performance serial.mass-

memory market. ,These are 1)!emiconductor Serial Memories (MOS and.CCD),

2). Magnetic Bubble Memories, and3) Electron Beam Memories. These three

differ greatly in their technologies.

3.2 Charge Coupled Devices

The Semiconductors Serial Memory is the most adVanced of the three

serial ActualActual' production devices have already been introduced into

the semiconductoriMarket, and larger, faster devices are-promised.shotly.

The significantly advanced state of the semiconductor deviceS is due largely'

to the corresponding advanced state of the 'semiconductor random access

memory, which has been getting very large_attention'and isexpected to be

the dominant device in the high-speed.;'high-performance memory area. The

technologies,developed for randoth access devices have been applied also to

the serial memory.field. Of the semiconductor deVices available, CCD and

MOS, it appears that 'CCD has' the advantage due to,. inherent simplicity.

However, MOS has advantages because it is-more heavily used throughoutthe

semiconductor industry. In fact, the first CCD devices which have been intro-
.

duced are hybrids of the two technologies [10].

A CCD devibe is basiCally an inactive device,(contains no active tran-

sistors at the'memorycell level). Instead, the, storage of data is similar,

to the storage of data in a:transmission delay .line but the transmission
;

line is electronically generated and is often compared to a fire bUcket"

brigade. Charge (water) is placed in a location (bucket) at the,:b'6ginhing

of the line and passed. on the end of the line by electrodes (men). AlOng

23
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.- .

the way, no water is added to thebucket and since some spills or leaks out,

lesS arrives at the end of the line than started at the beginning. In the

case of the CCD register, data is.represented by the absenbe or.presence of
.

charge at thd end of the line during one cycle and this information (charge

or no charge) is amplified and fed back into the beginning of the line again

so that the lineand data storage are endless.. The. principal advantage-cCD--_

technology has over other forms of semiconductor serial memory is that there

.

are no active de-Vibes at the cell level and thus the design o
/

e ac ual

cell is very simple. A severe diSadvantage exhibited-bythe semiconductor

bucket brigade that is not seen in the fire bucket brigade is thefact that

charge leaks away even when there is no transfer, so that it is necessary

thateach data-element arrive at the end of the line often enougY that no

_data-is lost. -If-the line is long (requiring a small amount of-support

circuitry), the data must movequickly fromone end to the other and con,-

sequently Use a larger amOuntof,power;, if the line is-shdrt,a large amount

>

of support is required and the advantage of the simple dell'is lost.

a-

optimum comproMisecan be reached: a register which has to operate at a

medium speed so,that it can be made several hundred bits long yet not dissi-

pate an excessive amount of poVer. This device will have a limited dynamic

range over which it will operate. Since varying. the speed of the register
o

is one technique that is used in the AMS contr011er to optimize the access-.

time perfotmance,.and this technique is not applicable were a.CCD-based
,--,

System implemented, some modification of the Controller would )ce necessary
t

if CCD were used. 'an particular, an intermediate level of buffering would

need to be added to act as a "rubber band" between the .CCD memory and ECS:

, .

The projected cost per bit at the device level of CCD memory in 1977 is

around 0.01 cents per bit. Based on this number, the system cost would be

,
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about 0.02 cents per bit [111.:

3.3 Magnetic Bubble Memories

Magnetic bubble memories were first developed at Bell Laboratories [12)
:

and are similar to CCD.devices in being passive storage - devices. An addi-

tiona] advantage of. bubble, memories is that data stored in the memory iay

be retained for indetinite periods of time without' the application of power.

To date, however, the development of these bubble memories 1.as oeen slowed

by the search for a suitable substrate material and production devices have

been released. In addition; bubble device's which have been operated haVe

A limitedtofairly'low operating speeds.. Bubble memories have a long
,

develdpment cycle ahead of them. '

''The basic concept of a bubble memory is that.a thin layer of magnetic

material containing-inherently strong magnetic dipoles is exposed to a

0:
strong continuous magnetic force. This material separate§ into domains of

oppbsitely polarized areas, each with its dipoles aligned at 0° or 180° to

t4,applied field. The Separation of the domains within the magnetic layer

is stable. If electrodes are used on the, si.41face of the material to apply

additional localiZed fields, the domains Can,be defined and moved about the

surface. In particular,' electrodes can be designed to cause a row of these

domains to'move in a line; thus his roW becomes a serial shift-register.

One mil (1/1000 of.an incg) diameter bubbles have been,generated and tanipu-

lated and this size of cellwould result in 106 bits per square inch of

material or 10
9
bits per cubic inch:. The Oonstantfield-gan-be applied by

oz.

using a permanent magnet, and the application'of.this field is the only

, .

requirement for data retention in the memory. A variable field can be

applied'to the entire unit if it is desired that all of the data in a
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pattkeulai.Unit move in the same manner, as would be the case were

used as a serial shift:register
t.

Due to speed limitations and involatility, bubble memories will likrIly

be future substitutes :f or that level of memory now occupied bymoving:head

disks, adding a massive increase in bit-space density and thut portability.

This ,memos-y-- med-ium-willj-fitobably 416t- become2an ef fertiv_e sourc_e_at

performance memory in an AMS-type system.

3.4 Electron Beam Memories

The first form of randOM access: memories used in early computers con-

sisted of storagetubes, called Williams-tubes., These dathode-ray tubes.

used charge deposited'by the electron beam as the storage medium and achieved

rapid, andom access through positioning of the beam. The advent of 'ferrite

Core technology 'displaced the,electron beam medium. -Recently, however,in-

the search for a very high density, low -cost medium formla$8 memory, the

eleCtron,beam technology has been re-investigated, and significant results

have,been.achieved. The techniques used in the latest electron-beam work,

are somewhat different from the earlier Versiors,Principally in the'actual

storage medium and the nature of the, addressing.. In the later units the

r

storage medium is a'multi-layered semiconductor material, and the storage

'mechanism is charge deposited inside the semiconductor rather than chatge
. 4 .

depotited on a surface. Data, is written into the,memory by the applibation

a bias voltage to the semiconductor material during the 'application of...
, . .

.

-
_

'. .

tne electron beam, with the resultantOiffUsion and deposition of, the
.1:

electron-hole pairs created by the beaM. The addressing in the early 'Units

was strictly random

. generally serial in.

and the problems of

access, whereas the addressing in the later units was

nature because of a high-speed data flow requirement

positioning an electron beam to within the accuracies
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required. Single tubes'have 'been demonstrated in'he laboratory containing

. 9
up to 30millipn bits in 100 am . The positioning of a beam to this level

of accuracy in short periods of time-would be unrealizable; rather the beam

is first'defl_ected to a general area'and then is redeflected by a second

deflection system drivehby an analog ramp generator. The result is,that
o

. , --
data i:nputand output are in blocks and serial in nature [1.3] .

Electron Beam Membris promise the availability of very large amounts

of medium-speed memory thaeis'non7Volatile. This technique will' be, a major
, .

,

competitor of CCD deVices ihthe,market of inexpensiVe mass memory. One
,

Adisadvantage of/Electron Beam.Memories is that the,basit unit-of memory is

very large and)tnetefore, defines the minimum size meMory''sysstem to be

very larg6:. Ifthe basic tube is.30 mill'ion.bits in size, and if the 'memory

system reguires.thaparaileltubes be Used to keep the data transfer speed
; .

high, the number of :Words in the minimum system Will be 30 million. Charge -'

%. .,-

coupled- devices on the other) whand ill be available in smaller sizes, 4't,

. ,, .;

.
.

-....--,__. ___ ..........,. - r*,-. ----: ** sae: set..e-- '''. '''''' -'' .'4certainly than 1 mill' on bits per device, th0. allowing .smalier.storhge., .

r . V
--. . e

systems and allowing para.11elism at

" increase the transfer .speed:

O

a larger than word level ta'further

27.
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CHAPTER 4

AN AIIXTLIARY MASS STORAGE SYSTEM,

4.1 _Introduction

tiven a serial memory 'medium as a base is it possible to configure it

.,

and its controller in such a fashion as to make it appear to the Central

4

Processing System'a8 if it were random access in nature or atleast *configure

it in such a fashion as to allow the Processing System to use it without

VV.

appreciable degradation? 'Theanswer is yes if appropriate constraints are

placed on the memory, the computer system, and the nature 'of the computer

- service to be offered. The memory, system. considered is a serial semiconductor

memory; the computer system considered is a Control'Data Cyber 73 [14]

computer with a large amount of Extended Core Stbrage (ECS); and the computer
A 0

service offered is that offered by the PLATO computer-based education

. .

oject. Under these conditions, this work will show that a controller can

be designed to interface a serial memory to the PLATO system and rmovide
,
1

memory service with very little degradation compared with a system using

Only ECS.

4.2, Configuration' Options

In the design of the AMS system, two distinct types of design decisions

were required::, 1) basic architectural deciPions and'2J Specific implemen-

tation decisions.. The architectural decisions have a large bearing on the

performance of the working system and the ability of the system to satisfy

user requirements. The implementation'deCisions determine the ease with

which the unit can be implemented, the problems encountered in that imple-

mentation, and the reliability of the final system.

2 8
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4 . 2 .1 Architectural Options

The basic technique adopted ,n,order to cause the AMS to perform

..satisfactorily.in the PLATO environment was to increase the transfer rate

by parallelisM and to cut the access time with multiple control units in.,

the controller. In addition, since it is not useful t.8 have a fast memory

system if 'it is not pOssible, to supply transfer parameters to it quickly,

control communications were made very fast and efficient.

The ECS system that the AMS is,designed to interface into operaes at
f

. . .

, aospeed of 10 megawords per second based on a 60-bit word: In addition,
-,.......-

this transfer,needs to be synchronized at the leVel of eight-word records. '

due to the structure of ECS. Evenif the average data transfer rateinto

ECS were only one megaword per. second, this:data Would have to be transferred

in sets Of 'eight -word records at 10 megawords per second. Since it was

necessary to support this high rate on a record basis, it was not difficult

to design the AMS so that is supported.a continuous 10-megaword rate. The

a it7107244151tShift-register is only capable of operating a conservative

1.25 megaword per second (assuming 64 parallel registers to form a word),I

and so 512 (8 x'64).shift-registerWwere assembled and operated in_parallel

to supply the desired 10 megawords per secand.. Figure. 4.1 details thiS

Multipld register configuration used to-generate 10 million 64-bit words per

second with read/write The assemblage of 512 individual'regis-
t,N

ters'shown inFigure 4.1 provides an 8192 word, 64-bit memory sectioh: the
, ..

. .

secti6n is called a file and is the minimum access element. Thirty-two. of '

I . '1,

these files are assembled to form a 262K word bank,and the total capacity

of the AMS is 16 banks or four million words.

9
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Multiple access control paths were used to allow the AMS controller

to speed up'the effective access times of thq,data transfers. The) number

of these multiple paths was chosen to be eight foleeveral reasons. In

the PLATO system, when a keypress is received by the CPL4 this keypress

might requite the access by-the-CPU ,to several different data areas in

Order to process that keypress. student banks, lesson material, a common

block, and so on. Furthermore, all of the possibly required information
.

must be available in ECS before the CPU:can begin processing this keypress-
.

It'is, therefore, advantageous that-the AMS controller be able at least

.to process simultaneously, all of the requirements for one keypress. The

number of-data'blocks was estimated to average three With a reasonable

maximum of,:eight. The second factor considered in the decision of how many

access control' paths to implement was the faCt that, as detailed.beloW,,the

4
. "transfer parameters communicated -through ECS require the use of eight-word

t.

records. For these reasons, eight separate transferowitralle--s-or sub-

controllers were implemented.

The fastest data communication channels-available in the Cyber 70

eeries'computers are the\paths into and:out of ECS. This.path, which is

the same channel used to communicate data between AMS-and ECS, was also_

used to communicate the parameters of the transfers that the CPU would like

to have the AMS cOntoller perform. The CPU establishes a 128-word comMuni.r

-Caion control area to which both AMS and the CPU ,have access. The CPU

plants in this:area the jobs, and .AMS plants in this area the job status.
e

The 128-word area is separated)into 16 sets of eight words. The.AMS con-

troller operates principally on one set at a time-and flags the completion
-

of these sets' to the CPU so that the CPU can operate on the data that the
_ .

AMS has, transferred. The,use of 16 sets allows the CPU to,assemble many

31



www.manaraa.com

25

sets of-jobs at one-time and the AMS will sequentially.execute the sets of

jobs without CPU interaction. The eight jobs in a set correspond to the-

,

eight subcontrollers in AMS. In addition, a single PPU.channel, capable
, ,zv

.

of a maximum transfer rate of only 1-2 megabits per second,"was utilized. to
,

communicate basic setup parameters to the AM$ -controller, such.eS whether

to commence operations and where the CPU has established the AMS -CP.0 communi-

cation area. It is important that during the course of execution of jobs

, r

issued.by the CPU no iAformation need.be transferred via this sloW PPU

channel, as this would greatly degrade the performance of the AMS controller.

4.2.2 ImpleMentation QptionS

After the archictectural structureof the AMS controller was defined,

there still remained the-necessity to. define the various implementation

options still to be determined. AMong-, these were choixes such,as the type

of lOgic'to use in the AMS.controller, the method of construction of the
f"

controller, the physical, configuration of the memory modules and control

modules. The decisions were made based on the previous experience of the

designer, on the mechanical constraints of the construction capabilities

of the laboratory in whidh the work Was to,be.done: and on-the immediate

availability of the. integrated circuits.

4:2.2.1 Controller Implementation.

-The electronics laboratory of the Computer-based Education Research

Laboratory is experienced in the construction of medium size. electronic equip-
,

ment. The equipment previously built has generally been that necessary to

. ,
communicate with the Cyber-70 .series computers vie PPU channels operatin4

at a maximum speed-of 1 MHz. For this reason the structural techniques

used in the AMS controller were similar. to those previously employed, with

5

some modifications to account for the increased operating speeds op MHz)
9 p
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,

and complexity. In addition, at the time of the original design .of- the AMS

controller, there' were available two logic families designed for operation

at speeds-in excess of 10 MHz: Schottky.Transistor-Transistor-Logic (TTL)

[15], and Ethitter-Coupled-LogiC (ECL) The ECS is rated to operate

much faster than the TTL but requires more power and does hot have available

. the large assortment of complex functions that the TTL family has. The

ECS logic is; however,'truly a high-speed logic family, whereas the Schottky

"TTL is more a medidm7speed family which has been speeded up through the

. internal, use of. Schottky transistor technology. All of the previous exper-

ience of both the. designer and:laboratory has been with the TTL family and

this outweighed the advantages of ECL. .-The TTL family was' used.

The construction techniques used in the AMS controller are the same

as those previdusly employed in large digital laboratory projects. One

parcels up the required circuitry into sections which are 8-12 circuits

each and develops printed circuit boards for each of these parcels. The

. .

bpards are,built and interconnected through. the use of a pridted circuit

edge connectorsand fpack plane wiring. This technique provides a very high

density of circuitry, allowing convenient mixing of integrated circuits and .

°

,discrete components, and takeS advantage of whatever repetition is available
CA

. ,in the circuit design. An alternative approach would be to utilize commer-

cially available random logic panels at the cost of some density, increased

diffidulty in handling discrete components, and loss of theadVantages of

repetitive circuitry. There would be two signifiCant advantages of the

Use of these logic panels: 1) all of the circuitry_is aVailable'to be

probed at one time, whereas with individual cards-many of 'the circuits are

hidden at any particular time, and '2) the parameters of the .logic board are

such that all',::of _the_-interconnections are uniform

33
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characteristics and so the problems of. operating at very high Speeds are

somewhat

/Figures 4.2 and.4.3'are piCtures of, the AMScontr011er which, was

implemented.

4.2.2.2 Memory Implementation

A single bank of AMS memory (262K 64-bit words) requires the installation
.

of 16,384 memory devices plus approximately 150D other integrated circuits.

Were the construction techniques, used in the controller extended:to the

memok-y, roughly 1800 cards would be kequired, and this number is totally

unreabanabile. Instead of 8-12 circuits per card, the memory was, implemented

by qxamining the required interconnections and choosing a Single card con-

figuration which provided the minimum printed circuit card interconnections,

. 1,

,thus saving the cost and time of the back plane wiring as well as increasing

the reliability. A card configuration of four, bits of eight files was

chosen which required a'printed circuit with 256 memory circuits and 16

0

support circuits. Including power, 138 printed circuit connections are

required per card. Sixty-four cards are required fora complete bank.

addition to the memory card thete are:three.other card types necessary to

implement a memory bank: a dual file. control Card; of which 16 are required,

and two bank control cards, of which one each is required. Figure 4.4 is a

picture of the memory card and Figures 4:5 and 4.6 are pictures of the

memory bank which was implemented. Figures 4.7 and 4.8 are pictures of the

full quattermillion word system.

34
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CHAPTER 5

SYSTEM PERFORMANCE

5. Introduction

The performance of the AMS memory system will be described in twq_

sections:, 1) Controller performance, and'2) Memory performance.

'5.2 Controller PerformanCe

The PLATO system is heaVily dependent on tht availability of a -.7ery

highspeed mass memory'and presently uses two million words pf Extended
14-

Core Storage (ECS). In this memory Are stored many types of data necessary

for theropel:.operation of the system. The position'of an AMS -type Memory

as a partial suppletent to the large ECS bank and as a further e nsion

of this memory to the much larger numbers of words necessary to service
4

,Ahousands of users depends on its ability to provide a service level comFl.r,
4

able to that of the present ECS system. The tasks that will be assigned

to this,riew memory,will be similar to but increased over those presently

Vt

assigned to the.ECS memory. The AMS controller, whose structuredetermines

the AMS system performance, was designed with the particular Character- '

istics of the PLATO system in mind. The.corresponding performance,lvels,

of the controller were determined by modeling the task profie of the PLATO-

system and testing-.thisffiodel in side-by-side operation of PLATO and a \

parasitic AMS driver.

' 5.2.1 Performance Model Parameters

The general operation of the AMS controller can be-modeled,based-on

the variable parameters, both those'determined by the -software usage and

the hardware constraints. The software determines the transfer parameters
.

such as transfer length, file, file starting' address, and ECS. addrgss: Not
4

. ,

generally under software control are varIables such as AMS-CPU conflfbts,
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file access conflicts, and phase skew between th6 idle address and the

-transfer starting addresS. Enough'infOrmation is available to the CPO for"
it t.o minimize the', AMS-CPU conflicts; file access conflitts, and. phase skew,

bu: by examining the software overhead required to evaluate this information

it became apparent that this increased overhead would result in a net loss

in overall iSerformance.

AMS-ECS conflicts are those occurrences of simultaneous requests into

the ECS controller by both the CPU and AMS ,A reduction of the transfer,

rate of AMS results because AMS.has a lower priority than the CPU. The

occurrences of these events can be minimized by calculating the expected
1.

time of an AMS-ECS transfer and having the CPU'conduct tasks which only

require CM activity.

File,access conflicts are the occurrence of a request by a particulr

AMS subcontroller to attach a file which is already attached to another

subcontroller. When this situation arises, the requesting subcontroller

will simply wait to start its job until the required file has been released

by.the other subcontroller. This situation occurs only after completion

6f the assigned transfer job. The CPU can minimize the occurrence of.this

conflict by assiqning,only one job-pertaining`to an individual file (many

'different data areas might be contained in one 8192 word file)-per job

batch (eight transfer jobs).

The.AMS controller communicates the instantaneous rotational position

of all of the files which are not attached to an AMS subcontroller whenever

it writes StatUs information to the_ECS communication area. TheAe "idling"

\

files are continuously rotating at a Slow rate (one revolution per 100 psecs

to refresh the volatle memory). The CPU could utilize this inforMation to

choose which of a possibfy large number of. jobs to assign chooSing first

43
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those which would require thy minimum rotation of the required file prior to

the data transfer. This would result in a gdneral reduCtion of. the average

data access times..

The implementation
I

of. these.software "speed-up" techniques would require

a large amount of CPU overhead on a per job basis and/is not practical: In

, 2

addition, the actual.performance*of the controller and AMS memory system is

already sufficient in. the PLATO environment without these further optimiza-
,v

tions.
0

The model for the AMS controller operation takes into account' the

following parameters: 1) Transfer length, 2) Sdarch length, 3) Retlirn

`length, 4) ECS channel access queuing and CPU-AMS access conflicts. The

AMS hardware elements involved are: 1) the actual4ta file, 2) the eight

7

access subcontrollers,3) the single 600 megabit pe/ second ECS data Channel,

and'4) the idle file controller.

-DefinitIons:
Ir

Transfer Length: The CPU assigns a transfer length to an AMS transfer

job by specifying between 1 and 1024 records to be transferred (arecord is

eight words). The data length will 1e transferred to or from ECS sequen-

tially from the starting address, which is also specified by the.CPU. This

variable is indicated as TL (Transfer Length) and has an average value TL.

_Search Length: The CPU assigns a starting address (from 0 to 1'023

records) where the AMS subcontroller is to start transferring with ECS,

and the subcontroller must rotate its'specific file (always in the forward

0 direction) from its instantaneous positiqn to this starting position. The.

Search.Length is the number of record locations that the subcontroller is

required to rotate itt file pridr to transferring data, which is the difference

of the starting address and the instaptaneous idle, address at the time the
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1

file was attached to the bcontro-ller. This length is assumed to be a

uniformly,distributed mber between '0 And 1023 and thetime required to

O

move the search length is SL (Search Length) x :8 psecS..° The average of

e. this length is 512 records and is indicated as SL.

Return,Length: ()Iice-the s6ibcontroller has conducted its assigned data

transfer, it must return the file too -the control Of, the idle Controller.

It must first align the file with all of the other files controlled by

idle- controller and then detach itself, thus ttaching the file to the idle

controller. This phase of, a job's execution is a function of the size Of

SL, TL; and the number of rotational locations that the-idle controller

has moved since the file was detached. If the idle controller did not rotate

at all, the total of SL + TL 4 'RL (Return Length) would always be an integer

multiple (N) of 1024, which is the file length. Instead, the sum is

N x1024 + 6, where d = T (time)/100.psecs beCause the. rotational stepping

rate of the idle controller is one step 5er 100 psecs. The total time of

°
SL + TL +'RL if N = 1 is approximately 800 psecs (1024 x .8 psecs) and-would

therefore result:in a 6 df 8so the, sum of.SL + TL '+ RL + d =-1024 + 8 = 1032;

or less than a 1% nct4ase. larger values of N (the largest possible value

is 3) and conflictth for access

of The worst case value is

to the ECS data channel cause larger values

72 and results when a particular file is (3

required to wait for access to the ECS'data'cgannel for seven other maximum
. .

length.transfers and had a.SL = TL = RL = 1024. The worst case of S.
.

t.-
.

results in a 7% increase. Because this percentage is very small, future

calculations will assume = 0.

ECS Channel Queuing: Even though there are eight AMS subcontrollers

simultaneously executing transfer jobs, only one channel to.ECS is available

for the transfer of data and all data must be transferred over this channel.

4 5
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This ECS channel transfers at 600 megabits per second, which is a record.

transfer rate 'of one record per .8 usecs: Access to the channel is granted

to just oneAMS subdontroller at a time pn a first come first serve basis.

Once the channel is granted to a subcontroller, that subcontroller maintains

the channel until it has completed its transfer, which is a-function of the

transfer ength. Aftet the completion pf a transfer, the next numerical

subcontroller requesting the channel is granted it.

When a subcontroller has performed the jd'b of positioning its file
IN

properly for a data transfer, it rqueets access to the ECS channel in order

to conduct that transfer. If_the channel.is busy, the requesting subcontroller

waits until the chan'nel'is available.

'ANS-CPU ACcess Conflicts; The ECS controller [17] has four ports which

0
allow access to the ECS storage system. In the PDATO system these ports are

4 . /
connected to 1) the CPUs,%2) the Distributed Data Path (DDP) [18] whiCh

a1,low8 direct PPU to ECS transfers, 3) the Side Door Adapter (SDA). f191

which allows the disks to-communicate directly with ECS, and ) AMS. The

DDP and SDA can be neglected with regard to their interactio with the AMS

and CPU, because the activity in these units'is'verY small. The interaction

! .
.

.

betWeen the AMS'and CP.0 is significant, however, and resul in what is

reerred to as AMS-CPU ECS Access Conflicts, to be discus ed later.

AMS Data File: The datafile 'the AMS is an 8192 by 64-bit memory

area of which 60 bit` are used as data area and a single bit is used for

parity check. The,remaining bits are not used at this time. The datafile

is,a dynamic data area.and qo must be periodically refreshed. or regenetated,

and this function is\accompliShed by shifting the file at A minimum rate,

Even those files which are not engaged in a transfer job must be shifted in

order tq-insure that whatever data is held in theM remainsintact. The
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manufacturer's specifications-for the device require a minimum, rotation

4

rate of. one shift per millisecond, and the AMS memory guarantees that one

shift. is performed every 0.1 msecs.

The Eight Access Subcontr011ers:- The subcontrollers within the AMS

..

.

system are the logical units that prepare a datafile prior to a data transfer.-

and then, after that transfer,'prepare the file for return to the idle state.

These units operate totally indg.pendently once they have started to conduct

a job. They interface with the un5:t which "hands out the jobs" as they-are

communicated frbm ECS, the_unit that attaches a file to a subcontroller or

detaches a file from a subcontroller and the unit that allocates the- ECS

data 'channel. When the subcontrollers are operating on a file and are not

waiting for another section of the controller such as waiting for the data

channel, they operate at10 megawords per second.' This speed is the maximum

speed of file movement.

The,ECS Data Channel: The AMS -ECS data Channel is.port number 4 Into

the Control Data ECS Memdry.Controller. Under normal conditions, eachof

the four controller ports has equal *cess to the ECS system, and the total

transfer capability of the fodr ports combined is 600 megabits per second,

in 60-bit words. This transfer rate is available only if the requests made

the ECS controller' are sequentially directed to the four different bays

of the memory (Ecs) because these bays are interleaved to this level of four.

Under the condition that one single port is'requesting access to memory and

is transferring 'blocks of data to successive locations in ECS, th.4-Sequential
41

. -

request criterion is satisfied. If more than one port -is requesting access
.

to memory, or if a single port repeatedly requests access to the same bay

of memory, the sequential request criterion cannot be generally satisfied;

and as a result, both the individual and total data transfer rates degrade.

47
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In the Cyber70 series computer. systems; when either of the two_CPUs,,

proceeds to conduct an ECS data transfer, hardware constraints dictate

that no CPU activity can be simultaneCusly perforMed even in the CPU that

is riot executing the ECS read/write instruction. For this reaSon, it is

.vitally important that all ECS operations required by the CPU be conducted

at their-maximum possible rate to reduce the CPU dead time. If AMS activity

is heavy, there is a large possibility that both the$CPU and AMS will request

ECS activity at the same time, and the result would be a,degradatiOnin the

performance of the CPU system. The AMS-ECS channel is different from the

other three ports into ECS by the inclusion' of a special signal which

indicates that the port of ECS that is assigned to the CPU system is

requesting ECS access. The AMS controller uses this new signal to reduce

its transfer requests to a minimum when the CPU is equesting. The transfer

cannot be totally stopped because the datafiles are dynamic and require at
.

. .

least one shift per msec. This reduced rate causes only a maximum of 0.3%

conflicts for the CPU, though the AMS-ECS transfer rate can be significantly

degraded.

Idle File Controller: All AMS files that are not under the control of

a subcontroller are placed under the control off the Idle File Controller.

Ttlis unit performs the necessary refreshing of the data and keepd track of

the rotational position of each file. Since the data is in shift-registers,

.t.here'is no such thing.as.absolute addressing. Instead, particular data

bits can be in any-physical position. . The data address of the physical

position id a fqndtton'of how many .shifts have occurred since an arbitrary

starting instant, An addi=ess register is kept by the idle. controller, and

all files are aligned withthis register: When the contrpl of a file is

transferred fr.= the idle controller to a subcontroller,:the contents of the

4 8

1*
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id16, address register are also transferred; to the.SuboOntroller. This

information is used by the subconttoller to determirfe how to rotate the

filo. When a subcOntrollorois finished with a file and wants to reattach

it to the idle.controller, it rotates the file until it is again aligned'

with the idle control address register and then detaches. -The idlk controller

rotates files at 10,000 shifts per second.

c_32.2 Model PerfOrmance
//

In the PLATO environment, the mos/indicative factor concerning the
. .

level of performance of the AMS controller is the time required to complete

all of the jobsin one batch since/ all of the transfers related to a partic
7

ular user's demand would be pack/6d into one batch, and the CPU must wait or

otherwise:engage-itself while /that batch is in ptocess. In addition, even

with processing overlapped with swapping, the average time for swapping

in and out must less than the average process time; otherWise the CPU

will eventually run out/Of work to do. A batch contains from one to eight

jobs, with each/job haVing its individual parameters.
. The parameters of

each job and their relation to the parameters of the remaining jobsdeter

the-time reqUired to completely execute .a batch.

For a running system, it will be shown',that usually only the execution

time 'of, the'first batch among several will be important, because the average

time required by the CPUs"to process an individual user's data'is longee

than the average time required for the AMS controller to execute the batch

for the next user. The AMS controller will, therefore, be ahead and-con-
,

tinue to get further ahead as long as.there are batches to do.

The simplest batch is'one containing all null jobs or no-op18-'

particular bit is set aside in the job-control word sent froM-thp CPU to

indidate a no-op job. When the AMS controller encounters a no-op job for

49
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a subcontroller, it proceeds to assign it and the subcontroller acceptsi

HoweVer, the subcontroller immediately indicates that it has completed the

assigned job and is ready for another: The time required for a subcontroller-

to execute a no-op job is approximately.5-psecs: If all of the subcontrollers

have no -op jobs, the batch is 5 psecs as well: The AMS"cofitroller.does
. =

?

not indicate this situation to the CPU except once each 30 ).isecs, however,

to avoid clogging the ECS channel with status updates.

The next simplest batch is one containing just one j'ob, and this batch

presents a special caseof the batch.proceSS model. When the AMS controller

engage's-in a single job batch, no _overlapping can be employed. The batch

execution time is simply the job execution time, which is:

Time (T) = SL + TL + RL.

(Search.+ Transfer:+ Return)

As stated before, the sum of:
.

_

SL + TL + RL

must be an integer multiple 1024 records if the rotation of the idle

controller is ignored. The integer is a function of TLand the exact

relation 'between the starting address of the transfer and the idle address

when the job.was started. If the file is positioned at, a location which is

before but not within the 'area that is to be transferred, the SL will be

that distance to the beginning of the transfer area, the TL will be the

transfer length, and-the RL will be'(1024 TL - SL). case, the

integer is 1. If the add5ess transferred'from the idle controller is within

the transfers length area of the file, the file must be rotated through the

remainder of the transfer length and around to the beginning of the transfer

area. Then.TL is cycled through,. and at this point, more than one complete

cycle has already been completed. The RL will be (2048 SI/ TL) and the
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'integer is two. In the special case.where the idle address is very close

tho transfer starting addres1 and the TL is very close_ to 1024, a total of

three revolutions might be.rideessary to complete a job. The SL will be 1024t

the TL is 1024, and the RL is 1024. The integer is 3.

The average time to. process a single job batch assuming a uniform dis-
.

tribution of job lengths and no correlation between.the starting address

:-and_the idle address, is:

P(N=1) x819.2 + P(N=2)x2x819.2 + P(N=3 lx3x819.2 psecs

where P,(N=x) is the probability that the number Of cycles equals x.

P(N=1) is the probability that only a single rotation will be required.,

which is'the probability that the idle. address falls outside of the transfer

field. If we assume an average transfer length of 512, we have:

P(N=1) = TL / 1024 = 512 / 1024 = .5.

jr(N=2). is the probability that two rotations of the file will be required

to transfer and return, which is the probability that the idle address falls

within the transfer field.

P(N=2) = '(1024 7'TLY / 1024 = 512 / 1024 = .5.

P(N=3) is.the probability that three rotations of the file will Be

required in order to procesS a job. This'conditi:on occurs on]: when the

.idle address is almost exactly the-same-as the transfer startiaddress.

Its probability is very small and will be neglected.

TherefOre, the average time to process a single job, assuming that-no

other jobs are competing'for the ECS channbl and.the CPU-AMS conflicts are
_ .

negligible, is:

T = .5 x 819.2 + .5"x 2 x 819.2 = 1.230 psecs.
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For non-uniform .distributionsof.TL, the probability of a batch

requiring 2 revolution,e is:

.

P(2048)'=

and

and

1023

i(TL)'d(TL)

P(1024) = 1-P(2048)

Average Sob Time = Average 13atch 'Time

819.2xP(1024). +1638.4x02048).

7

Given a linear distribution from a maximum at Tr,* = 1-024' going to zero,

at TL = 0, P(1024) ='1/3 and P(2048) = 2/3 and Average. Batch Time = 1368 psecs.

More typical batches encountered in normal operation of the'AMS.system

in the PLATO environment are those which contain more than. one job. In the

evaluation of thee more complex jobs, additional factors need to be con-

sidered. In particular, since more than one subcontroller is operational,

only the access time to the first job will be of concern; and the queuing

for the AMS-ECS channel will be dominant.

The overall time required to execute:a batch is determined by the sum

of the access time to the first job,, total time to transfer, and the average,

time to return the last job to the idle controller. Since it is assumed

that there is no correlation between the idle address-and the file starting

addresses and that the starting addres* are randomly placed, the value of

the first term can be calculated as a function. of the number of jobs in a

batch ancJ the P(TL).

The distribution of access times to the first job for a uniform distri-

bution Of TL can lie shown to be:
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1023

P(FSL) = '(TL/1024)x;1(1-tL/1024) d(TL).

0

and results in an access length with an average value of 10244(nt1).

For non-uniform distributions of accesStimps,the distribution of

P.(171:11) is;
IV GJ

P(FSL) = I P(TL)xnx(1-P(TL)),' TL)

0 ,
.

In'the case of a uniform P(TL), the average difference between the

4cceSs time of the firstjob and the access time of the sec6nd,job:, which

doCermines the amount of data that'must be transferred in order for the

access time to the second job to be covered up is

(.1/n)-(1/(n+1))=1/nx(n+1))...

./
For a batch usingall eight subcontrollers, the average access to the

first batch is 1024/9 or 113 records or 91 ewes.{, The length from the

access to the first job to the second job is 14.2 records or 113 words.

T

the PLATO system, the minim usable data parcel is greater than 400 wordS,

and therefore a very high probability exists that the transfer of the. data

from the first job will completely overlap the access to the second job.

Once the first job'has been accessed, the ECS data channel ,is.the

time7determinant factor, and as such, the sum of all of the ransfer lengths

enters -ilvto the total, batch time. After the last,has fi ished with-the

data channel, it must be returned to `its. -idle position and at this point

the batch will be complete. 'There is no overlapping a ailabl for this

return length; thus, the expected value is simply 512 cycles.

The total batch time therefore is as folloWs:

BT=(1024/(n+1))+(nxTL)+512 cycles

if-the minimum transfer length is 1024/((n+1)xn). .Table

53

showg expected
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total batch time and minimum transfer lengths to maintain high AMS efficiency

as a function of the n and TL. These number's assume that the distribution

of transfer lengths is uniform, that the transfer starting address is un-

oorrelated to the idle addresis, and that 'the transfer addresses are randomly
1.

located-

Table 5.1

Batch

/Times

and Minimum TL (records)

7

TL a

n 2 6

100 1053 1068 1116 1182 1258

200 1253 13 8 1516 1682' 1858

40Q 1653 19 8 2316 2682 '3058

600 2053 268" 311'6 3682 4258

800 2453 .3168 3916 4682, 5458

1000 2,853- 3768' 471.6 5682 6658

minTL 170 51. 34 24 1.8

8

1340 025
2040 2225
3440 3825

14840 5425
16240 7025

i 7640 8625

14 11

1

a
The total amount :ransferred is the TL') n.

The efficiency of the AMS controller can be seen., by calculating an

effective access time which is the difference between the time required to

actually transfer the required dataand the total batCh time dividedApy

the number of different files tranSferreth

Effective. Access Time (EAT) = (BT-(TLxn))/n

IAllien the transfer lengths are.subtracted, the effective access time is

-
only a S Tunction of-the number of'subcontrollers active. See Table 5.2,.

Table 5.2
EAT vs. n

n 2 3 4 7 8.

EAT
(cycles)

426 256, 179 136 109 ,91 78

*

EAT
(useos),

341 205 143 109 87 73 . j 62
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of.the.aboVe data applies only to the first batch'of possiblyV
several. In Chapter 2, the procedure for handling multiple batches is

detailed. In this case, the time to_prOcess batches after the firSt

entiroly liMited by thetransfey time since even the first access arid return

times are overlapped.

TWO-additional factors affect the.Overall performance of the AMS

memory 'in the PLATO4system: the possible saturation of the ECS'data'channel

1

and.the reduction of the data-transfer rate of the AMSdue toits low
.

priority with respect to the CPU.

In a working PLATO system, the percentage of the available ,transfer

bandwidth into ECS used up by the CPUs is relatively small. This situation

prev'ents the severe degrading of the CPU performance Vence,the CPUs are

idle while such transfers take place. The amount of ECS-CPU 'transfer time

Measured in a systeffi with 400,usersactive is approximately; 113%. The

extrapolation of this number to a 1000-active-User situation gives an

estimpte of 30% for-CPU-ECS activity. Given this 30% requirement of the
/.

CPU, the measured t that each user requires major CPU service pn an

average of'once each four seconds).andamestimation of the data base required
.,

to service, ?achfuSer, the total utilization of the 600-megabit-per-second

ECS channel can be calculated. It is estimated that each PLATO user will

at ITIQe:t require 1) student status information (student bank) of,-500 words;

2) lesson material of an average of 5000 wordS, 3) common, data blockSof

A

t;'

1000 wordsand Miscellaneous data blocks of less than 1000words. rn

addition, the student' bank, and perhaps the common datp. ,block, must be

written back. The total data requirement would be less than 9000 words

Aery four seconds. On the average only 200 words of lesson material will

be read into central memory. One thoUsand users would require 250'processes

5J
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per second ur 2,25Amegawords per second maximum. This data floW repre-

sents' 135million. bits per second or 22.5% of the ECS data channel. Betweeh

the AMS and the CPU, 52.5% of the data channel might be required but 57.5%

would still remain for-peak Absorption and. .otheruses.

As stated; it is estimated that 30% of the ECS data channel will be
-

consumed in CPU' transfers_ The AMS controller assumes a lOw priority with

respect to the CPU in order to insure that AMS transfer's do not,intefere.

with CPU transfers and thereby further degrade the CPU performance. However,.

,

thiS action does degade the'P'erforMance of the AMS controller, because only

.

70% of 600 megabits per second are available, so the time required' o
a

transfer data files will be correspondingly lengthened. Since, after the

initial access tq data is accomplished, the time required to process a-
,

bitch is limited by the timerequired to transfer the datw,and not the

ccess to files, the -30%. reduction in the transfer rate wdr l be -readily

apparent in .the operation of AMS. In the calbulations previously detailed,

the access to first transfer and the time to return the last file to the

idle controller 4re unchanged, but a 30% overhead must be added-to the

transfer time. .3n most batch.mixes,approximately 25% will be added to
.

the total batch time. The calculations concerhingthe ECS channel satur-

ation remain unchanged; holtvey

Simulated batches were configured and submitted to the AMS controller

to determine both the operation of the controller and the accuracy of the

modeling used to evaluate the performance. Small jobs are. the most difficult

for_ the AMS controller to handle because the ovehead is constant for all

transfer lengths and therefore is most evident for short transfers. The

student t-banks required when a user requests CPU activity, by preSsing a key

is the smallest data field that PLATO would use; thus this file was used as

'0-
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the source of jobs. A parasitic CPU program was run at a different control

point from PLATO, at a higher priority than PLATO, and used the student

bank list supplied by PLATO to assemble jobs; for the AMS controller. File

lengths of 5,12 words were used. Since the parasitic program was operating

at a control point above PLATO, all of the time spent executing:.this logic

detracted from the time available to PLATO. Various different loads-were

triAd from slightly over -100 users to over 220 users, which resulted in a

variation irom five to eight jobs per poll on the average. The results

of these tests are shown in Table '--

Table 5.3
Empiridal Data

It

Users Jobs/Btch a
ms /Batch Meas.

b
ms/Batch'Calc

116 5.19' 1.50 1.499
120 5.77 1, .'65 1.522

R
155 6.04 1-66 1.535
185 7:15. 1.90 1.625
220 7.87 2.23 1.934

a
ms/Batch Meas. is milliseconds per batch measured

b
ms/Batch Calc_ is .milliseconds per batCh Calculated

The measured values were' consistently slightly higher than -the calcu-.
, =

lated values, which indicates some degradation due to the CPU-ECS transfers.

If reasonable amounts of CPU time are assumed todetermihe the amount of

ECS'data channel bandwidth by the CPU, (5%dat 116 users to 10% at 220 users)

plus an additional 10% for the ECS bandwidth required by the parasitic test

program, the results in Table 5.4 are obtained.

Table 5.4
Empirical Data Calculated Data

Users

116.,

Jobs /Batch

5.19.

m.c.:/Batch"M
.

1.50

ms/Batch C
,

1.622

Error

7.5%.
120" 5.71 ).65 1.659 .5%
155 6.04 1.66 11.688 1.7%

"185 7.15 . 1.90 1.813 -4.8%
220 7.87 2.23 2.195 -1.6% e

9
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The average transfer per job is only 300 usecs, which is short enough to

make AMS usable even four short jobs.

Overall, the AMS 'con ller proves itself to beentirely,usable in

thePLATO system even when operating with only-short jobs and would be a

usable addition to the memory-hierarchy.

5.3 Memory Performance

Several problems were encountered in the assembly and testing of the

memory portion of the-AMS system. The principal problems were those nor-

.mally,assoc'irated with-the manufacture of and' large digital system: syStemb
, NL,

noise and comporient reliability-
,

5.3.1 'Memory 'Noise

Ina bank of AMS memory, :there are over 17,-000 integrated circtts

located on 82 printed circuit cards.. These cards are interconnected for

both power' and signal purpOses through a system of back-plane wiring and

printed- circuit edge connectors.' There are 88. connections -(some of which

are paralleled for'power supplies). to each oflthe circuit cards. In addition,

it'is the nature of the MOS meNory-circuitS,:which by far dominated the

number of circuits used (16,384,per bank), that they conduct the majority

of their current / duririg transitions of,the clock pulses, Because of

this characteristic, the amount of current required of the power supplies

is very irregular both on a short-term basis and-a medium-term basis. The.

.
current required for an individual device is 1000'times as high during

clock transition than. bepmeen.these transitions. The current for an indi-

vidual file is 20 times as high while it is in the active. State (being

searched, transferfed, or returned by a subcontroller)' than when it. is in

an inactive state (under the control of the idle controller). This large

variation inpthe power supply current requirements causesnoise problems..

5 8
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In any power distribution system, some residual, resistance exists between
rolk

,rthe power supply and the load, and the variation in the current causes a

correspondinqvariation in the voltage drop between the supply and the

loSd. In addition, in large power distribution systems, the inducta.ide in

thepower cabling becomes significant and the speed of the change of the

load current develops, avoltage drop'determined by the inductance. In

anticipation of the above problems; the basic power supply distribution
o

system utilized'1 /2" x 1/2",aluMinuM stock asj6ain.busses and three#8

wires paralleled to interconnect chassis-tO the main buss-. This power
,

..
.

.betwork°Ptoved to be adeqUate for long term (Current 'x Resistance). reggla7
......

Only. very massiveamounts of power bussing and very low impedence

power supplies are capable of limiting the amdunt of power supply noise

caused by the short-term variations in the power current. In gend7ral,

the power distribution system alone is not capable of handling this

and additional capacitors (high frequency shunts) need'o be added. In

the originql design of the AMS memory modules, mores than ten 0.1 Ufd capacitors'

-were located on each circuit board, but after operation of the memory, an

additional 16 capacitors nee.-- to be added to each board to sufficiently

reduce the power supply noise. O.ce a sufficient amount of capacity was

available and it was properly distributed, the noise problems within the

memory plane were overcome.

5.3.2 Device Failures

More than 17,000integrated circuit& are assembled to construct a
. .

single bank of AMS.memory '(262k words). Of these, one device comprises

the bulk of 16,384 and a second is used 'in a quantity of 512. These two

devices also accounted for almosall of the device failures encountered.

9



www.manaraa.com

The modes of faildre of the two devices were similar and took two forts

immediate failure upon initial'insertion, and 2) failure after several

hou s of, operation. Failure percentages for the two devices are tabulated

in Tale 5.5:

Table 5.5
Device Failure Statistics,

Device. . Usage
ti (Initial) (Later)

Failure

MM5013 16,384 420 --3%' %10 -.4%

0026 512 4 - 9%. 5 -:1%
A

\

5.3.3 Memdry Reliability
.e

5

4;Once the asseMbly and testing problems were overcome and the memory

could be fully tested, the major concern was total reliability of the memory

system. The AMS memory was designed to ,operate in the-PLATO system; and

since this system services almost 1000 users, it would be unsatisfactory.

for any metory element to fail except on very rare - occasions.., The memory

section of the AMS memory did not prove to be capable of such a high level

of reliability. The reason for this general volatility proved to be inherent

in the operation of the P-channel. MOS devices used.

;:The/basic storage element within the P-Channel MOS dynamic shift
.

register is a simple caPacitor. Figure 5.1.1s a schematic of this b'asic

cell and shows a capacitor connected between the substrate and the gate of
7.

the transmission gates. This capacitor serves as the storage element and

is refreshed every cycle of the clock, .which also shifts thedata of one

-

cell.(shown) into the next cell andShiftS the data from the previous cell

,into this cell. The implementation of the capacitor is in the form of a

reverse-biased diode junction, which has a capacity proportional to V
-2/3

and has a leakage current proportional to e
T
, where T is the temperature o

60
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P - CHANNEL MOS DYNAMIC MEMORY CELL

Figure 5.1
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the junction. The amount of time that'data is stored Ona capacitor is a

function of the capacity and the temperature. The manufacturer's specifi-

cation guaraftees-that the device will maintain data over a frequency range

from 0.01 MHz to 2.5 MHz, corresponding to a cycle time tef from 100 usecs

to 0.4 Psecs over an ambient temperature of 0°C to 70°C. The AMS systeffi

limits the operation of the devices to a 'range of 100 usecs to '0.8 usecs.

HoweVer, althOugh the devices are rated to operate over this range, they

will not reliably operate if the frequency,is quickly varied froM one extreme.

,

to 'the other. The reason for this failure is as follows.

Leakage through the storage capacithr is an exponential function/of

the temperature of the junction. At slow speeds, the temperature of the

junction is very low (even though the ambient temperature might be relatively

high) because the nearby_ transistors are not switching very fast and satu-

rated MOS transistors diSsipate the bulk of their power during the actual

switching function. SinCe the capacitor leakage rate is low, long periods

between refresheS can be tolerated, as is true during low-speed operation.

A

At the other extreme, during high -speed operation, the temperature of the
0

junction is quite -high and the leakage i$ very as well. However, the

. .

cell is refreshed.very often by the clock and so data,is maintained.
0

However, when the data rate is instantly changed from a high rate to a
o

low rate, the terap,gatate of the cell does not change instantly, and fox a

short period of'tirile the:temperature-of the junction is high but the refresh

rate is low. During, thiF time the Margins are 'greatly uced and an octa-
1

sional bit is dropped.

This problem is very difficult to observe carefully and as such has

been dia5nosed by observation and through disctissions with engineers

62
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integrated circuit manufacturer. No mention. of any pkoblem of this sort'iS

contained in the data sheets on the uses 9f the device.

'

6,3

0
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CHAPTER 6

CONCLUSIONS

The purpose of thi3 work was to discover and demonstrate a new method

of oc5ntrolling serially-organized memories in such afashion as to make

them usable as high-performance swapping memories in interactive computer

systems. This purpose was accomplished.

In the coming years,the semiconductor industry will be introducing

higher density , higher performance memories. It.is my belief that as the

density and speeds increase, optimum'operation willbe obtained by serial,

memores, because.they are potentially simpler and because of their lower

,interconnect requiremehts. If effective means have been demonstrated for

the operation of these memories, they will be more widely accepted, with

the result being the availability of less expensive mass memory systems.

Recent strides in the technologies associated with Random Access

Memories (RAM) have reduced the cost of these Memories below even the

. parts costs Of he P-rChamnel MOS devices used in this experiment. This

development is one indicator of the enormous momentum in the semiconductor

industry. It also shows that when the semicondubtor industry attacks a

problem in force, as it did in finding a device to compete with ferrite

core memories, very remarkable advances can result. If, a-similarly intensive

effort were Placed in,finding a product competitive with magnetic disk

memory, a very inexpensive serial technology might emerge. CCD and Electron

t

Beam memories might be the hint of the future teOhnologies in thig area.

Once a really inexpensive device is available, techniques. such as detailed
; -

in this reportoan be applied to further impact the mass memory market.

The detailS of this report do not totally define a mass:memory system

in its optimum form. Several modifications-need to be added and more

6l
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inveStigation needs 'be conducted. In particular, the data reliability

problems that were encountered point directly to the need for at least

single bit error correction being added`. The fact that the ECS.data-channel

transfer times are the domin ant factor in the perfOrmance the system in':"

1

dicatas that 'additional ports ought to be added to the memory Controller.

The addition of auxiliary ports Would allow dataifrom several sources to
. .

be simultaneously transferred into AMS. Much of the data transferred

into AMS origiriates frOm sources other than the CPU. Disk transfer s could

be passed to AMS via these new ports. Implementation of these and other

modificdtions to the AMS controller d4Scribed in this report would result

in an even more effective sprial,memory controller.

%
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CHAPTER 7;

APPENDIX

Following are the word formats of the-60-bit .words used to communicate.

.job parameters from the, CPU to the AMS controlle'r and the job status.from

the AMS controller to the CPU.. This communication is conducted"via an ECS

communication area -Iii,addition, the.12-bit word formats used by the super-'

visory PPU ch nel are shown.

63
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7.1.1 ECS COMMUNICATION' RECORD FORMAT

.SEEKER NO. 0

SEEKER NO. I

SEEKER NO: 2

SEEKER -NO. 3

ISEEKER NO. 4

SEEKER NO. 5

SEEKER NO. 6

SEEKER NO. 7

60

JOB/STATUS WORD 0

WORDJOB / STATUS

WORD 2JOB /STATUS

WORD 3JOB /STATUS/
4

rY O

JOB /STATUS WORD 4

WORD 5JOB /STATUS

WORD 6JOB / STATUS

WORD 7JOB / STATUS

( 16 SUCH RECORDS ARE IN ECS

Figure 7.1

7.1.2 CONTROL WORD, FORMAT

011 10 9

TRANSFER LENGTH (RECORDS)

23 22 21 12

FILE STARTING ADDRESS (RECORDS)

35 33 32 24

AMS FILE NUMBER

47 36

ECS STARTING ADDRESS (BITS 14 -3)

59 58 57 56 55 54 53 48

APE NOP WRT 80s ADD (BITS 15-20)

AMS 60- BIT TRANSFER CONTROL WORD

Figure 7.2

67



www.manaraa.com

61

Explanation of parameter field designat.ions used in Figure.7.2:

Transfer Length: THe number (10 bits) is the number of records (sets of

eight Words) to be transferred.

File Starting. Address: This address (10 bits) is the address of the first

-record within the designated file that is t 'Be. transferred.

,AMS File Number: This number (9 bits) is the number of the actual AMS file

' .that is.to be the source or sink'for the transferred data.

ECS Starting Address: This field (18 bits) is the address of the first

erecord within ECS that is'. to be the sink or source of the
a -

data transferred from AMS. All data is written-or read from

consecutive locations afr this one.

APE: Abort on parity error: This flag when set causes the AMS .,controller

to abort a data transfer immediately if a read parity error
4

is discovered. This flag applies' only to read AMS operations

because on an ECS read, the ECS controller automatically

performs this operation.

NOP: No-Operation: A control word received by the AMS-Controller with this

bit cleared (set to "0") is interpreted identically as if it

were all zeros. This provides the' AMS With a "pass" or

"fill" instruction.

'WRT: Write: An AM$.control word with this bit cleared will cause an AMS

read operation (AMS to ECS' data transfer). 'If this bit is

set, an ECS read will result (ECS to AMS .date transfer)
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All words read by the AMS controller with bit 57 cleared are interpreted as
. ,

Transfer Control Word. The AMS controller. sets bit 57 -to a "1" when it
. ,

weites AMS Transfer Status words to ECS.

6 D
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.. I.
6 3

,

,. 7.1.3 STATUS WORD FORMAT

t:

6 , 4 3 2 0.

. WORD ,W/ERROR (BITS 0,
b

5)
,p,

RE
1

-' JC

23 21 20 19 18 12

CYCLES WE/0 CA
..,_

WORD W/ERROR (BITS 612 )
g

35 26 25 24

. IDLE FILE ADDRESS AC
l .7

47 36

59 58' 57

Ar ./7/1117"
56 55 54 53 52 51 50 49 -48

BD BE

.

R7, R6 R5

.

R4

.

R3 R2`1,4 R1 RO

AMS 60-BIT STATUS WORD

Eigure 7,3

tie

e t

O
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ExilaIiation,of terms and fields used in Figur.e 7.3:

E: Engaged: This bit is 0 if thb seeker corresponding to this word number
-.

is presently engaged in the execution of a job. Otherwise

JC1

it is a 1.

--Job Confli&t: This bit'indicates whether. job conflict exists for .

0

A: Abort:

this seeker_ A job conflict is the condition whereby new

job parameters ore being supplied to a seeker which is already

busy. This not'an error condition but rather,indicates

that'the seeker in question has a new job to start when it

completes the one it is presently performing.

This.bit indicates that this seeker has aborted its job pre-
.

maturely due to either a read error in AMS,or an abort

indication fromthe ECS sontrollet.

R: Return: This bit indicates that this seeker is presently in i s.return
o

phase of ajob execution,

oS:- Search (Seek): "'is it indicates that this seeker is presently in its

search pr seek phase of a job execution.
ct

PE: Parity__ Error: This bit indicates that a parity\ error has been detected

Tither by the ECS controller on an ECS read or by the AMS
o

controller on an AMS read.

Word with Error; This field (13 bits) indicates the address of the word that

flagged the parity error if PE is set during an AMS read

. r

0

f operation. On an (_.:S read, only the top 10 bits are meaning

ful and indicate the AMS address proserit wh''e 3. the parity
F ,

d.

00
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error was 'sensed. T4 exact ECS address can be determined
.

from this 'and the starting ECS address.

CA:. Control Abort:
,

This, bit indicates that an abert-was issued by the'ECS

controller during the last control read/write operation.

E/O: Evei /Odd: The.AMS controller writes the least significant bit of the

awl batch number that an individual subcontroller obtained its

job from in this location. When a' statua word is written by

the AMS controller, any individual subcontroller might be

either processing a job from that batch or from the next

batch. BX examining the batch numbei and the E/O bit, the

CPU can/determine which situation exists at that moment.

This/flag bit is intende-d as a maintenance and statistics-

gathering aid and would.not normallye examined by the CPU.

-- Cycle: The n.uy er of total memory cycles (records divided by )024) that,a

/ seeker requires to complete a job (search, tranafer, return)

is: indicated here. The seeker must always rotate a file an

integer number af,:_times_.front-sta _ the rela-

tive phase of the file must be the same (to line up with the
J

idle address) at the end of job as-it was at the beginning of

that job: This infofmation can be used in statistical studies

Of performance.

AC: Access Conflict: The setting of this bit indicates that this.seeker

has attempted to attach to a file that was already under the

wintrol of another seeker and thereby not attachable. The
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seeker will wait until the file is' detached by the other

seeker and proceed from there.

Idle File A dresss: The exact relative rotational position of those files.

that-are under'the control of the Idle File Controller is

:indicated here. The CPU can usethis'information to minimize

the-§earchcycle if it assigns those jobs that it has to

assign that would require the minimum rotational. shift prior

to transfer. Use of this feature would significantly reduce

the access time to data but has no (or little) effect on the

total job cycle.

P
7
-P

0
: Primary

7
-Primary

0
: These bits (the subscript corresponds to seeker

numbers) indicate whether a seeker is presently .conducting

a.primary job (the E/O bit -is the'same as-the least signifi-

cant bit of the ECS address that the control word was read

from) or a secondary job (the'E/0 bit is different fromthe

ECS address). Note: The. ECS address in'questiOn is the Y

.record address only as the word address pertains to the

individual seekers only.

BE: Batch Error: A "1"- in this bit lOcation indiCaleS-that-the-entire- batch,

has been completed but that there was an error. The remainder'.

of the status record will have to be examined to determine

the nature of that error. If a seeker enco nters an error

in, the-execution of a joM. it is .not allowed to look ahead

to The next batch for a new job, as to do so would destroy'

the error status information resulting .from the error.

73
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BO: Batch Done. (without'error): When this, bit is 'set,. the entire batch

has been completed and therefore the CPU scan depend on the

data that was transferred. The CPU would typically lobk

only at this bit to determine if a job has been completed.
4'

Once this bit "has been set by the:AMS controller, the CPU is

free to rewrite the status information with new control

information.

'Bit 57is always written to a in an AMS status word..
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7.2 Schematic Diagrams

Following arc copies of the schematic diagrams of the, AMS controller

nd memory, sys. tem.

75
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